2013, .-._Darmstadt

Infrastructural
core

Sensory
swarm

Mobile
access

mm
Nz

Source: J. Rabaey

7 trillion witeless devices in 2017, mobile traffic inctease 60%/year until 2017




Content

Shift from computation centric to data transfer and memory centric
architectures

= Not only on large scale (IT World)
= But also on small scale (System-on-Chip)

Metrics for architecture efficiency
m Wireless baseband processing
= Impact of memories and data transfers on metrics

= Impact of application (communications) performance on
metrics

3D Integration

= 3D memories and memory controllers

3.5G Digital Workload (100GOPS@1Watt)

100%
graphlcs
graphics
media
6

outer
receiver

baseband baseband

application front
end

GOPS GOPS
Future: 1 TOPS in 1+ Watt

Source: Kees van Berkel, MPS0C2010




Baseband Receiver Structure

SIGNAL DETECTION

PARAMETER ESTIMATION

INNER OUTER
RECEIVER RECEIVER

Mobile Phone Trends — Outer receiver

Throughput

umts umts hsdpa wimax ;Q lte-a
| |

. ma n L]
J td-scdma ® dmb-t

802.11n
cdma2000 wcdma A 802.16e A
dvb-h dvo-c
® [ A 00.0 9P
td-scdma 802.11p dvb-t 802.11a uwb

m gsm ® gprs

0.1 GOPS

10 GOPS A A
cellular decoders bluetooth blueray
broadcast decoders

connectivity decoders

operations/bit

bit rate [Mbps]

T

1 10 100 1000

Source: Kees van Berkel, MPSoC2010



Recent Decoder Designs @ TU KL

m 160.8 Gbit/s LDPC Decoder m 2.15 Gbit/s LTE TC
65nm technology, 12mm? Decoder 65nm

technology, 7.7mm?

Music Baseband SDR Chip @ 65nm

12 Vektorprozessoren
~20 GOPs

~25 mio. gate equ.

~ 3.8 MB SRAM

ARM

SIMD Core SIMD Core SIMD Core Protocol

Cluster Cluster Cluster

External Memory
RF Interfaces Accelerators IIF Peripherals
Hardware || £\ch, DRAM)

Source: Infineon




LETI / TU KL Magali Chip

= 477mW NoC Based Digital Baseband for MIMO 4G SDR

® 96Mtransistors, 27mm?, 65nm technology

o units:
NOC_PERF TX_BIT DCM MEPHISTO OFDM OFDM 22 processing units:

NoC Interleaving Data+config Signal FFTAFFT FFTAFFT = o
Evaluation Mapping 1Mb Processing 2 Kpaints 2 Kpaints 5 VLIW proce

3 %

Tl
DCM_EXT | MEPHSTO | ARMI1 MC8051 DcM 1 UWB_LDPC|
Ext memory Signal +DCM Data+config. High-perf

ARMT11 processor
ASIP processor

controller Processing 2Mb 1Mbits LOPC

Nt

HW accelerators

‘Eemal RAM Distributed memory
interface OFDM DCM
Paralel 32 bis FFTAFFT Data+config.
64Gl's 2 Kpoints 1Mb

| NoC router

NoC interface Bicr 23205 [ |

15 asynchronous

_
mopns Sophisticated power
B 252 i OFDM MEPHISTO e
s FFTAFFT Signal ARM1176  ARM management
2 Kpoints Processing

ARM1176
‘subsystem

Source: LETI

Metric — Energy Efficiency

Example - SODA, DSP and GP Architectures

a\“‘\ﬁ
o°
Q\\ 802.11 P
O %
Ww-cOMA Requirements 1BM Cell
quirements d‘\“‘\ f

=
o
=]

B} x5 Gaming

SODA (90nm) ° Conspls
SODA (180nm)

G}
Q‘WQ i agine (150hm)
A

i\ .
\W : VIRAM (180nm) \ Pentium M (90nm)

TI C6X (130nm) “\

o

Peak Performance (Gops)

Embedded
Multi-media General
Purpose
Computing

100
Power (Watts)




Metric Assessment - Channel Decoders

All architectures based on standard synthesis flows, 65nm
technology@worst case, all data in-house available

ASIP Conv. Codes 40 385 0.7 ~100
(Magali) Binary TC 14(6iter) (P&R) (P&R)

Duo-binary TC 28(6iter)
LTE Turbo LTE turbo code | N=18k | 150 300 2.1 ~300
(Music) (6iter) (P&R) | (P&R)
(Magali) R=9/10 (20-10iter) (P&R) (P&R)
(Magali) (P&R) (P&R)
LDPC R=1/2-4/5 N=1.3k | 640 (R=1/2,5iter) | 265
WiMedia 1.5 960 (R=3/4,5iter)

~37 |

0.51
CCDecoder [G4stateNsc |  [500  [s00 Joi |

Algorithmic Throughput Calculations [Gops]

Operations per decoded
information bit

normalized to ~8bit addition

~200
states 64

LDPC 75/R ~7.5/R ~22.5/R |~ 75/R
Min-Sum 150/R ~15/R ~45/R | ~150/R
(3.4 for 13- 300/R NEL ~90/R |~ 300/R

Min alg.) 600/R ~ 60/R ~180/R |~ 600/R

2 iter

—m—mm
oiter 80 |~sa  [~252  [~s40 |




Area- and Energy Efficiency

m ASIP TC (14Mbit/s)
1| & LTE TC (150Mbit/s)
|| = LDPC flexible (~100 Mbit/s)

A LDPC WiMedia (~1Gbit/s)

-
I

Energy Efficiency:
operation/energy (op/pJ)

Area Efficiency: GOPs/mm?

100

What about Memory/Data Transfers

Current metric: enetgy efficiency = only operations/enetgy

Data transfers/ accesses substantially contribute to the powet consumption

Example (R=0.5)
150 Mbit/s Tutbo : ~126 Gops

150 Mbit/s LDPC : ~90 Gops

~40 Gaccesses

~80 Gaccesses

Efficient data transfer is key for efficient implementation

m LTE TC: special interleaver structure to avoid access conflicts
= DVB-S2/WiMAX LDPC: special code structure to minimize access conflicts

Efficiency metrics based on operations only are not appropriate

= Power includes operations and accesses!

m  Architectures are favored where operations dominate compared to accesses




Decoders in System Design Space

— =
S
o
i
i
—
o
i
(R
o
———t

S | |
7TTT!’\T7777\77T7TT‘\77T

m—Tr

L -m-ASIP TC (14Mbit/s) o
& LTE TC (150Mbit/s) L
—A—LDPC flexible (~100 Mbit/s) | |
A LDPC WiMedia (~1Gbit/s) |

® CC (500Mbit/s)

2 S S e B S I

-
o

L idiLid
L v
- F T Tt

Energy Efficiency:
decoded bit/energy (bit/nJ)

-

L _—__LL
e I T
Fe oo — o

1000
Area Efficiency: (Mbit/s)/mm?’

Communications Performance

Overall efficiency of a baseband receiver depends on
= Implementation performance

= Communications performance

m Flexibility

Comparison of two iterative decoders with same
communications performance but different
parameters (codes, code rate, iterations)

= impact on implementation efficiency




Fixed Communication Performance

SE e
20 iter

Blocksize 6145 Information bits, TC: 150Mbit/s @6.5 iterations

Implementation Efficiency

o
—

Energy Efficiency:
decoded bit/energy (bit/nJ

A TCLTE
-l flexible LDPC

Py
I
—
~
w
N
o
—
____®o® -

0.01

10 100 1000
Area Efficiency: (Mbit/s)/mm2




Lessons learned

Understanding trade-offs between implementation efficiency,
application performance and flexibility requirements is
mandatory for efficient baseband receivers

Operation based metrics for energy and area efficiency can be
misleading

Memory and data transfers have to be considered in metrics
for design space exploration

Implementation efficiency metrics have to be linked to
application performance

Next-Generation Mobile Platform Traffic

Controller

Memory
Architecture

Traditional JEDEC DRAM channels are saturating
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Next Generation Teraflop Computing Platform

Year 2018 400mm? Die size
8nm Core, 10Gflop 1150 Cores

DP FP Add, Huhiplv.
Integer Core, RF

Memory 0.35MB
0.17mm? (50%)

400mm2

128GB | 128 GB

1TF ~ 100 W :
Aggressive
voltage

Compute 2
scaling

A\

| Fabric
Hierarchical
heterogeneous
topologies

p— . Efficient signaling =
Source: Intel 128 GB ‘ 128 GB Repartitioning Goal of ZOW

Energy-Efficient Seismic Modeling

Reverse Time Migration (RTM) Method
Exploration area: 30km x 20km area, 10km depth

Exploration ship: 10 streamer lines with 1000 receivers each, time sampling
interval of 1ms and listening a total of 12 seconds each

Reaching a computation time of on week

= >1M cores necessary with 38MW power!
Green Wave Computer (45nm): 2D torus NoC based, 76.000 optimized
Tensilica LX2 cores

= 5 MW power

Routing overhead
17%

19% . __Core + ISA
Y Extensions
) ‘ ’J -
1A Extensions \
12%
S Local Store + Cache
% 19%
9% Local Store DRAM + Controllers |
34% 49%
k)

DDR controller.

Area Breakdown Power Breakdown
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3D Integration with TSVs

Through Silicon Vias (TSV)
= Polysilicon filled (FEOL)
= 10.000 TSV/mm?

m  Copper filled (BEOL)
= 500 TSV/mm?

3D TSV

Discrete
RRAM passives

I —

Source: XILINX Source: LETI

Wide I0 Technology (JEDEC Standard 2012)

Channel

Memory

= 4 banks with 64Mb each 4l

m 128 bit @ 200MHz SDR

= 3.2GBps

1Gb
512 bit IO
12.8GBps

Channel 0 Channel 1

Bank 0 |Bank 1 | Bank 1

| Bank 2 ‘ Bank n Bank n

Bank 0 || Bank 1 Bank 1

Bank 2 ||Bank n Bank n

Channel 2 Channel 3

12



3D Magali Chip
®  65nm tech, 72mm?, 1980TSVs for 3D NoC, 1250 TSV for wide I/O memory

m  Heater, temperature sensors

ARMATZS ~ ahi

ARM1176
subsystem

O mae
WidelO Rxbit
SME | 33

3

Z _}
41
41
OFDM || OFDM “dajy
Source: LETI

Power Savings in DRAM Memory Interfaces

® Much wider I/Os possible >> 32 bits

Cost for 1TBps

: . memory
Memory link, peak _bandV\{lc_ith and power bandwidth
consumption efficiency

Number of Interface
data IO pins power
consumption

8.5GBps | 3800
30 mW/Gbps
1066 MHz 1/0 bus clock, 32 bits, 1.5 V, Double Data Rate

4.3 GBps 7700
20 mW/Gbps
533 MHz 1/O bus clock, 32 bits, 1.2 V, Double Data Rate

200 MHz /0 bus clock, 512 bits, 1.2 V, Single Data Rate

Computing
memory IF
standard

Mobile memory IF
standards

Source: LETI




3D-stacked DRAMs

Slice it & Pack it

DRAM macro cut out of a 8 bank 1Gb DDR2
SDRAM chip:

Vertical channe

Common logic can either be placed on a separate logic
die or on each DRAM layer logic die

Organization and Naming

A single 3D-layer consists of 3D-DRAM banks
A bank is composed of DRAM core tiles

3D-layer

;- ‘
> & 3D-DRAM bank

3D-DRAM
core tile

Tile: basic memory macro cut
out of a commodity DRAM




Single 3D-layer Design Space

2x 64Mb with 128 1/0s

1x 128Mb with 64 1/0s

4x 32Mb with 256 1/0s 8x 16Mb with 512 1/0s

COLUMN

Control / Voltage generato

Comparison 2Gb (8 layers/8 banks)

Comparison to Micron’s Hybrid Memory Cube (HMC)
» Our 3D-DRAM is more than competitive

. o | co
single  [SpARY. 12sMb [
bank Sl inib II 64Mb

128 1/Os 256 1/0Os

3D-SDRx256,
3D-SDRx128
LPDDR2x32
LPDDRx32

2Gb DRAMSs

15



Multi-Channel 3D-DRAM Controller

Different request granularities
= But normally fixed to 128 bit (Wide IO JEDEC Standard)

N
Thtee types of I/O accesses possible |/ from 32-bit to 128-bit

3D-DRAM

Fine-grained 3D-DRAM Access

On the fly switching of the data width: 32, 64, 128

Controller

Native — 16 CSLs — 2 Wordlines
8 CSLs + 1 Wordline
32bit 4 CSLs + 1 Wordline

16



Flexible 3D-DRAM Access

Burst Length (BL) on the fly switching

B BL can be switched on the fly (no Mode Register Set)

Combining BL and data width on the fly switching

B Additional signals needed between 3D Channel Controller and
3D-DRAM

Single 3D-DRAM access size range: 8..128 Bytes

8 Bytes (BL=2 * 32 |/Os) => 128 Bytes (BL=8 * 128 1/Os)

B/ o o
o o

=
/|

Results

64Mb
128Mb 128Mb
64Mb|

Vertical Channel

= HLayers
®  Organisation of layers

= Technologies

17



Investigated 3D-DRAM Configurations

3D-DRAM SINGLE CHANNEL CONFIGURATIONS

Dens.  Architecture # of Techn. Cell Asotal Freq.
[Mb]  # lay. x [org.] banks [nm] size [mmz] [MHz]

SDR x128

#2561 x [4x64Mb] 58 6F2 16
512 2 x [4x64Mb] 58 6F? 26
1024 8 x [2x64Mb] 46 6F2 35
*2048 8 x [2x128Mb] 46 6F2 60
4096 8 x [4x128Mb] 45 4F2 97

DDR x128

256 1 x [4x64Mb] : 58 6F?2 22 200
512 2 x [4x64Mb] 4 58 6F? 32 200
1024 8 x [2x64Mb] 46 6F2 44 300
*2048 8 x [4x64Mb] 46 6F? 69 300
4096 8 x [4x128Mb] 8 45 4F? 98 200
** Density emulates the published Samsung 1Gb WIDE 10 chip [15].

Simulation Set-Up
Emulation of workload via 3 traffic generators
® Traffic A — Cache misses of a 2 core ARM ~ 100 MB/s per core
® Traffic B— DMA accesses in a SoC (Imaging) ~ 0.8 GB/s
m Traffic C — HD Video DMA accesses ~ 1.5 GB/s

Dual-Core
Single Channel
32 Bit

128 Bit

18



Results with BL and Data Width Switching

Factor 3x energy improvement of 2Gbit 3D compared to 2Gbit LPDDR2
(PageHitRate=50%)

4096 -3D- DDR

M Flex_IF_Enabled PHR 0%
[ Flex_IF_Disabled PHR 0%
2048 -3D- DDR M Flex_IF_Enabled PHR 50%
Flex_IF_Disabled PHR 50%
1024 -3D- DDR M Flex_IF_Enabled PHR 100%
[ Flex_IF_Disabled PHR 100%

=~ 512-3D-DDR
K-}
= )
= 256-3D-DDR
> )
k=~
2 4096 -3D- SDR
[
[a]

2048 -3D- SDR

1024 -3D- SDR

512 -3D-SDR

256 -3D- SDR '

2048 - LPDDR2

10 15 e 20 25 30 35
pJ/Bit

40

Outlook: Multichannel DRAM Controller

Different access granularities > highly fragmented data accesses

16 Bytes intelligent
Port0: X-bar

B switch
32 Bytes

Channel 0
Port 1:

Channel 1

to
schedule
incoming
request

Channel 3

physical DRAM address space

MPSoC address space >

38
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Thank you for attention!

For more information please visit

http://ems.eit.uni-kl.de
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